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ABSTRACT

We present a video annotation system called “AnnoTone”,
which can embed various contextual information describing
a scene, such as geographical location. Then the system al-
lows the user to edit the video using this contextual infor-
mation, enabling one to, for example, overlay with map or
graphical annotations. AnnoTone converts annotation data
into high-frequency audio signals (which are inaudible to
the human ear), and then transmits them from a smartphone
speaker placed near a video camera. This scheme makes
it possible to add annotations using standard video cameras
with no requirements for specific equipment other than a
smartphone. We designed the audio watermarking protocol
using dual-tone multi-frequency signaling, and developed a
general-purpose annotation framework including an annota-
tion generator and extractor. We conducted a series of perfor-
mance tests to understand the reliability and the quality of the
watermarking method. We then created several examples of
video-editing applications using annotations to demonstrate
the usefulness of Annotone, including an After Effects plug-
in.
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INTRODUCTION

In recent years, shooting video footage has become an every-
day activity for a large number of people, and the purpose
and style of shooting has diversified significantly. For exam-
ple, various kinds of lecture videos on topics from university-
level mathematics to household machine repairs and cooking
have been created and shared. Many events, shows, and live
concerts are recorded and stored in online archives to provide
people all over the world with entertainment. The appear-
ance of compact, low-cost, and high-performance video cam-
eras and smartphones has led to the further widespread use
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of video recording. Small-sized action cameras such as Go-
Pro are frequently used for recording first-person view of the
players of extreme sports such as skydiving and motocross
to provide exciting movie contents. These recorded videos
may be edited and uploaded to video-hosting services such as
YouTube and Vimeo. The recording and sharing of video is
an entertainment experience that is available to a great num-
ber of end users.

This new form of entertainment has led to the desire to rapidly
create attractive movie content from recorded videos, and the
demands of non-professional video-editing applications have
grown considerably. One problem here is that it is often time-
consuming to edit the recorded video, particularly when the
editing is dependent on contextual information that is only
available during recording. For example, if the user wishes to
overlay a map showing the geographical location of the cur-
rent video frame, they must separately take notes and manu-
ally combine this with the video. Even if the needed contex-
tual information can be obtained by watching the video, it is
tedious to repeatedly review the video to complete the edit-
ing. Our goal in this study was to facilitate such an editing
process by allowing the user to embed contextual informa-
tion directly into the video while it is being recorded, and to
use the embedded information to support editing the video
after recording.

In this paper, we describe a system called “AnnoTone”, which
allows the user to embed annotations into video footage dur-
ing real-time recording as audio watermarks, and to later ex-
tract them from the annotated videos during editing. The user
simply places a smartphone on top of a video camera, and
the watermarking signal is transmitted from the loudspeaker
of the smartphone and recorded as inaudible background au-
dio, as shown in Figure 1. The annotation data can be either
manually specified by controlling the smartphone, or auto-
matically generated based on sensor data, which may be a
global positioning system (GPS) receiver or an external sen-
sor. Our technique can also be used while recording a video
with a smartphone. By running a background application that
transmits the watermark signals from the loudspeaker on a
smartphone, the user may use any camera application on the
phone to record a video with embedded annotations.

We evaluated the performance of the watermarking scheme,
including limitations regarding the data rate, the distance that
the watermark signal can travel in air, the response to au-
dio format conversions, and the influence of the signal on the
sound quality of the audio track in the finished video. The re-
sults showed that AnnoTone can embed data into a video at a
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Figure 1. An image showing how annotations are recorded.

bit rate of 400 bps, with adequate reliability in various record-
ing situations, and that the embedded annotations are robust
to conversion between several major audio formats. The em-
bedded watermarks do not lead to noticeable loss of listening
impression, and they can be removed completely by applying
a low-pass filter to the audio signal in the finished recording.

We also investigated several examples of video-editing appli-
cations using annotations to demonstrate the possible usages
scenarios of AnnoTone. The first application enables auto-
matic segmentation of a recorded video by splitting it into
shorter movie clips, which are classified as either success or
failure at the positions annotated by the user. The second
application utilizes annotations that describe the states of a
chess game at each moment to automatically overlay a video
with generated graphics to help the watcher understand the
game. The third application uses a series of annotations indi-
cating the geo-locations of a moving camcorder to show the
path of the camera on a map. These applications demonstrate
the potential of annotations in movie editing to reduce the
editing workload, and to help create richer content. We also
designed a way to integrate the watermark extractor with off-
the-shelf video editing programs, and confirmed that Anno-
Tone can facilitate existing movie-creation workflow by, for
example, adding effects automatically based on annotations.

The major contributions of this work can be summarized as
follows:

e The creation of a novel video-editing workflow with real-
time annotation using audio watermarking.

e Implementation of a prototype system using Dual-Tone
Multi-Frequency (DTMF) method.

e Performance evaluation exploring the capabilities and lim-
itations of the method.

e Three example applications that facilitate the AnnoTone
and a script to export annotation to video editing software.

RELATED WORK

Digital Audio Watermarking

Digital audio watermarking techniques have been studied
mainly for protecting music and movies from piracy by in-
cluding copyright information in the content. Audio wa-

termarking was first developed in the late 1990s. In 1996,
Bender et al. described the basic techniques, including low-
bit coding, phase coding, spread spectrum, and echo hiding
[5]. Following their pioneering work, many researchers have
reported enhanced audio watermarking techniques. An ad-
vanced spread spectrum technique, with improved robustness
and detection capabilities, which employs a large range of
frequencies was reported by Cox et al. [8, 7].

Most watermarking schemes embed audio watermarks into
existing audio or video content by analyzing and manipulat-
ing the audio signals, so it is not usually possible to add wa-
termarks during real-time recording. Recently, technologies
termed real-time watermarking, which embed watermarks
into audio signals as they are recorded, have been developed.
Tachibana described a real-time watermarking scheme named
Sonic Watermarking, for live musical performances [23], the
aim of which was to prevent surreptitious recording of con-
certs. In this scheme, the musical performance and watermark
signals are played separately from two speakers, and mixed in
the air; therefore, audio watermarking is realized without ma-
nipulation of the recorded audio signals of the performance.
Our method uses a similar technique to mix audio watermarks
and environmental sounds in the air to annotate video data
without requiring any modifications of the recording instru-
ments.

Audio watermarking techniques have also been used to trans-
mit information to devices to enhance the user experience
in entertainment and advertising applications. Matsuoka re-
ported a watermarking framework termed “acoustic orthogo-
nal frequency division multiplexing” (acoustic OFDM) [17]
to convey text data, such as a uniform resource locator (URL)
to consumer devices during audio broadcasting. Listeners of
an annotated audio program can retrieve related information
such as song titles using a dedicated smartphone application
that can receive watermark signals. Museum installations and
live concerts have demand for such communication because
they can enhance the interactivity of exhibitions and perfor-
mances without installing additional devices except for an or-
dinary loudspeaker and smartphones. Gebbensleben et al. de-
veloped an audio guide system for museums and exhibitions
that automatically detects objects which the user is seeing us-
ing audio watermarking signals, and plays an appropriate au-
dio content [9]. Hirabayashi developed a system called Cryp-
tone [14], which enables interaction between performers and
the audience at venues of musical performances using high-
frequency acoustic DTMF signaling, in a similar manner to
our method; however, this system can only represent a lim-
ited number of identifiers and cannot transmit arbitrary in-
formation. In contrast, our method, AnnoTone, focuses on
a rich array of information, including geo-location data and
contextual information. In addition, whereas existing meth-
ods use audio watermarking to facilitate interactions between
devices, we use it to facilitate video editing.

Video Annotation

As the advances in camera devices have led the prolifera-
tion of digital photographs and videos, audio/video annota-
tion techniques to facilitate collecting, browsing and editing



recorded contents have been proposed. WillCam [24] is a
digital camera system that captures and records contextual in-
formation including the location, temperature, ambient noise,
and facial expressions of the photographer, and uses these
data to provide the user with a means to indicate what is
relevant to them in the picture. It simply overlays the pic-
tures with visual icons representing associated contextual in-
formation, and simultaneously stores sensor data in extended
image format (EXIF). ContextCam [19] is a context-aware
video camera for creating archives of home movies, which
annotates it with the time, location, people present, and ad-
ditional contextual information associated with the video, us-
ing a collection of sensors and machine-learning techniques
to infer higher-level information. With ContextCam, anno-
tations are embedded in the recorded video sequence using
least significant bit (LSB) encoding on video frames. These
systems enable the recording of contextual information dur-
ing the shooting of a picture or a video footage, as with our
method; however, because they both require specialized hard-
ware, the range of applications of these techniques is lim-
ited. However much work also have been done for automated
or semi-automated photograph/video annotation [15, 20, 26],
there is still little work in intensively utilizing these annota-
tions for editing videos. AnnoTone focuses on providing a
novel video-editing workflow with recorded annotations for
supporting content creation.

Some commercial products that can record contextual infor-
mation with video data are already commercially available.
Sony’s HDR-AS30V/B Action Cam [1] is a compact dig-
ital video camera equipped with a GPS receiver to record
ones location during the shooting of video footage. The
videos recorded by it can be played with overlaid informa-
tion, including the speed at each moment, together with a
map showing the path taken when using a special player. Our
method makes it possible to add such functionalities to ordi-
nary video cameras and smartphones, without requiring any
special hardware.

Managing Contents with Metadata

Numerous user interfaces have been developed to utilize
time-synchronized metadata or annotation to browse, ana-
lyze and arrange various kinds of contents including videos.
DIVA developed by Mackay and Beaudouin-Lafon [16] is an
explaratory data analysis tool for videos with various kinds
of annotations, designed for analyzing the work practice of
air traffic controllers, and discovering an opportunity for im-
proving their user interface. DIVA provides a sophisticated
mechanism to handle multiple streams of annotations, such
as boolean operation between streams, and a display inter-
face in which the user can look over the correlations between
annotations from above, to facilitate the video analysis task.

SILVER [6] is a digital video editor that simplifies the pro-
cess of video editing by incorporating semantic annotations
about videos into the editing interface. It provides a hierar-
chical timeline view that enables the user to handle videos by
multiple levels of semantics, from frame level to shot level to
clip level. It also provides a transcript view in which the user
can specify a chunk of video based on the selection of tran-

script. Using these interfaces fully utilizing annotations, the
user can easily edit a video concentrating on the semantics of
video, without being bothered by too much low-level opera-
tions. As these systems suggested, handling large data such
as a video could be significantly simplified by using appro-
priate annotations and user interfaces. Annotations recorded
with videos by AnnoTone could be used from such systems
to facilitate managing contents.

ANNOTONE

Workflow

Figure 2 shows the workflow of AnnoTone. We designed the
annotation method to convert annotation data into sounds and
to transmit them from the loudspeaker of a smartphone. We
take advantage of the fact that ordinary video cameras have
44.1 kHz audio sampling frequency and can record sound
with frequency up to about 22 kHz, though high-frequency
sound above 18 kHz is virtually inaudible for human if it is
not too loud [4, 22]. Annotations are represented as audio
watermarks, are embedded in the high-frequency range of the
audio track of a video recording, and can be extracted after
the video is imported into a personal computer (PC) for use
to support video editing. Because annotations are embedded
as sounds that can be recorded using an ordinary microphone,
our technique does not require any special equipment other
than a video camera and a smartphone. Audio watermark-
ing also has advantages in terms of the portability and syn-
chronicity between the annotation and a timestamp of a video,
because annotations are embedded directly into the time se-
ries of the content. Unlike annotation methods that employ
external metadata, all of the information is contained in the
video file, and synchronization between a moment of a video
and a watermark is not lost during video editing. Because An-
noTone uses a specially designed watermarking scheme that
employs high-frequency audio (in the range 17.6 - 20.0 kHz),
the watermarks are not only inaudible, but also can be easily
removed from the video recording by applying a digital filter.
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Figure 2. The AnnoTone workflow.

Usage Scenario

The basic usage scenario of AnnoTone is as follows. Users
first attach a smartphone to a video camera and then start an
application that includes the watermark generator, as shown



in Figure 3. Next, they record a scene using the video cam-
era, controlling the smartphone application to embed the an-
notations they need. After recording the video, the video file
is transferred to a PC, and loaded into an annotation-aware
video editing application using the watermark extractor. And,
then users can create movie content from the imported video,
exploiting the functionality provided by the application. Fol-
lowing editing, the watermark is removed using a filter, so
that the high-frequency components are not included in the
resulting movie. In addition to the a dedicated video editing
application, we provide an extensional script to extract and
erase the audio watermark, and export to a commonly used
video editing application.

The other scenario is that public event. Instead of attach-
ing a smartphone to a video camera, we can share the loud
speaker for embedding the audio watermark into not only the
video camera, but the other camera phones and smartphones.
This is an optional scenario and is not main target usage sce-
nario of the AnnoTone. However, this will be included in the
performance evaluation for investigating future implication of
the AnnoTone.

\ Smartphone

Video Camera

Figure 3. A typical hardware setup to use AnnoTone.

IMPLEMENTATION

The AnnoTone system consists of a watermark generator, ex-
tractor, and eraser. The watermark generator is provided as
a software library for smartphones. It receives digital data
from either the user interface of the application or the sen-
sors on the smartphone, converts them into audio watermark
signals, and then transmits the signals from the loudspeaker
on the phone. The user should prepare a smartphone appli-
cation depending on their purpose for the video annotation.
The watermark extractor is implemented as a Java program
that analyzes video files and extracts the embedded annota-
tion data for use to support video editing. It can be used as a
component of a video editing application that provides dedi-
cated user interface and functionalities for specific annotation
types, and also can be integrated to existing video editing ap-
plications. The watermark eraser is a low-pass filter that re-
moves the high-frequency audio signals (i.e., at frequencies
> 17 kHz) to eliminate the audio watermarks from the audio
track of the finished video.

Watermarking Scheme
The watermarking scheme used with AnnoTone can be con-
sidered a derivative of dual-tone multi frequency (DTMF)

signaling [21], which is widely used in telecommunications
applications. The basics of the DTMF audio watermarking
technique can be found in previous works [11, 14, 18]; how-
ever, we describe them here briefly for completeness. Anno-
Tone converts annotation data into modulated sounds that are
almost inaudible, at frequencies in the range 17.6 - 20 kHz
[4, 22]. A unit signal in DTMF is a composition of two sin-
gle tones of different frequencies, and the combination of the
two frequencies represents the value of the signal. AnnoTone
uses seven equally spaced frequencies, and we use 16 combi-
nations of pairs of these frequencies (;C2 = 21) to represent
four bits per signal. Larger datasets can be sent by rapidly
switching the tones. The length of each unit signal was set to
10 ms, giving a gross aggregate bit rate of 400 bps. Figure 4
shows a signal spectrogram of a watermark packet.

Time (s)

Frequency (Hz)

Figure 4. A signal spectrogram of a watermark packet with a 16-byte
payload.

Packet Structure

Annotation data are serialized into an array and converted into
a structured watermark packet. Figure 5 shows a schematic
diagram of the packet structure. Each watermark packet con-
sists of several successive unit signals. The unit signal at the
head of a packet is termed the start frame. It is fixed to rep-
resent “2”, and functions only as an indication of the start
position of the packet. The second unit signal is termed the
length frame, and specifies the length of the payload region
following it to be 2" bytes, where n is the value of this unit
signal. This enables the payload size to vary depending on
the annotation. From the third unit signal, the payload region
containing the body of the annotation data starts, and contin-
ues for the length specified in the length frame. Each byte is
encoded using two unit signals: the first represents the lower
four bits and the second represents the higher four bits. The
unit signal following the end of the payload region represents
the annotation type ID, and is a number from O to 15, which is
used to distinguish the different kinds of annotations, which
may be embedded in the same media file. The annotation
ID can be determined arbitrarily by the annotation applica-
tion. Each packet ends with two unit signals representing the
cyclic redundancy check (CRC)-8 checksum of the packet for
error detection in decoding.

start length annotation CRC-8

frame frame type id checksum
— — —

| | | payload region | | |

Figure 5. The packet structure used with AnnoTone.



Watermark Generation and Extraction

DTMEF watermarks are generated using the following process.
First, an annotation of any kind of data are serialized to an
array of bytes. Second, a data stream of packets is generated
from the array by adding header and footer data, including the
CRC-8 checksum. Third, the DTMF pulse-code modulation
(PCM) signal is generated as follows:

) sin (2mt - fm) (D

where s(t,m) is the sample value of the m-th sub-carrier at
timestamp ¢ (in seconds) counted from the beginning of the
watermark packet, f(m) is the frequency (in Hz) of the m-th
sub-carrier, d(n) is the n-th 4-bit unit of data in the packet,
and a(m, x) is the DTMF encoding function, defined as the
(m, z)-th element in the following table.

s(t,m) = w(t) - a(m,d(|
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Table 1. The DTMF encoding function.

w(t) is an envelope filtering function to reduce low-frequency
noise at borders between two unit signals:

t mod 0.01
YT )% )

The watermark packet z(t) is generated by mixing all of the
sub-carrier signals as follows,

w(t) = (0.5 — 0.5cos (27

7
o(t) = s(t,m) 3)

Because DTMF modulation can be considered a variety of
frequency-shift keying (FSK), the watermarks that are em-
bedded in media files using AnnoTone can be easily extracted
using common demodulation methods for FSK. Watermarks
can be removed by simply applying a low-pass filter, because
they are contained in a frequency range that is at the upper
limit of the frequency response of the human auditory sys-
tem, and so is not significant for the listening quality. In the
performance evaluation described below, we used a 199-tap
finite impulse response (FIR) low-pass filter with a cut-off
frequency of 17 kHz to remove the watermarks.

PERFORMANCE EVALUATION

To demonstrate the feasibility of the proposed technique, we
conducted a series of performance evaluations of our au-
dio watermarking system. These consisted of three objec-
tive evaluations to investigate the robustness of the scheme
in practical situations, as well as a field test to show that our
method can be used without negatively impacting the sound
quality of the final product. In these experiments, we used a
typical hardware setup consisting of commercially available

consumer products, i.e., a Sony NEX-VG30H digital cam-
corder and a Samsung Galaxy S smartphone. With the excep-
tion of the evaluation of the acceptable distance between cam-
era and smartphone, the smartphone was directly attached to
the microphone unit of the camera using a rubber band, so
that the distance between the loudspeaker of the smartphone
and the microphone was approximately 1 cm, as shown in
Figure 3. We found that some other video cameras produce
video files with 44.1 kHz or 48 kHz audio track, but actually
record sounds in much lower sampling rates (e.g. 32 kHz).
AnnoTone cannot be used with such video cameras.

Video data were recorded in MPEG-2 format using standard
image quality, and sound was recorded using a sampling rate
of 44.1 kHz and 16-bit stereo PCM format. The annota-
tion transmitter application was installed on the smartphone.
The volume of the smartphone loudspeaker was manually ad-
justed to the maximum value that did not result in audible
distortion. Videos may be recorded in diverse situations, and
the acoustic environment may vary considerably depending
on the situation in which a video footage is shot. Taking this
into consideration, we did recording experiments in four dif-
ferent environmental settings: a silent room, a public space, a
rock music concert, and while playing electronic music.

Limitations of Data Rate

To achieve a high data rate, the amount of data sent per unit
time must be large; however, shorter lengths of data pack-
ets decrease the correct detection rate (CDR), and so there
is an optimum data rate that retains a large CDR, together
with a large overall data rate. To determine this optimum and
show that our watermarking scheme can transmit practica-
ble amounts of data with good reliability, we recorded video
footage with embed watermarks with a range of unit signal
lengths, and measured the CDR. We varied the unit signal
length in the range 6 - 11 ms at 1 ms intervals. A unit signal
length of 6 ms corresponds to a data rate of 667 bps, and a
unit single length of 11 ms corresponds to 364 bps. For each
recording, 100 watermarks with 16-bytes payload were em-
bedded at 3 s intervals, and the correctly detected watermarks
were counted using our watermark extractor after recording.

Figure 6 shows the measured CDRs for each of the environ-
mental conditions. This result shows that sufficient reliability
was achieved with all of the recording environments when the
unit signal length was set to 10 ms (98 % for the electronic
music environment, and 100 % for the others). The CDR
dropped rapidly as unit signal length decreased below 10 ms
in all acoustic environments. From the result, we conclude
that 10 ms is the optimum length of the unit signal, and 50
bytes of data can be sent per second. For comparison, the
speed of speaking that the range of people can hear comfort-
ably is 150 - 160 words per minute [25], which corresponds
to approximately 12 - 13 bytes per second (assuming an av-
erage word length of five characters); therefore, 400 bps is
sufficient to embed subtitles of a conversation, for example.

Separation of the Camera and Smartphone
In some situations, it may not be convenient to attach the
smartphone directly to the video camera, and is desirable that
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Figure 6. The CDR as a function of the unit signal length.

watermarks are transmitted from a distant device like loud
speaker, for example. To investigate the possibility of such
usage, we measured the CDR as a function of the distance
between the camera and the smartphone.

Figure 7 shows the CDR as a function of the separation be-
tween the smartphone and the video camera. A CDR of
greater than 80% was obtained when the distance was less
than 25 cm. This suggests that watermarking can be achieved
without directly attaching a smartphone to the video camera,
and annotation is available in various usage scenarios, includ-
ing, for example, when the camera operator transmits the wa-
termarks from a smartphone in one hand while holding the
camcorder in the other hand. However, this distance may be
too short for many situations, and so increasing the sensitiv-
ity of the watermark detection system is desirable. Improve-
ments in the response of the loudspeaker of the smartphone
and the microphone of the video camera at high frequencie
range may be expected to enable an increase in this distance.
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Figure 7. The CDR as a function of the distance between the loudspeaker
of the smartphone and the microphone of the camera.

In order to investigate the practicability of diverse use cases,
we also conducted a similar experiment using a desktop
speaker (28 W Creative GIGAWORKS T20 II) instead of
a smartphone, and examined how much distance watermark
signals can travel through air if the output volume is much
larger than a smartphone. Because of the spatial restriction,

we only used a silent room (10 m x 10 m, 3 m height, con-
crete wall and floor) as the acoustic environment for this ex-
periment. Figure 8 shows that a CDR greater than 80% was
obtained when the distance was less than or equal to 5 m. It
suggests that we can record watermark signals into a video
camera transmitted from a loudspeaker placed remotely. We
give some possible applications with such usage in the dis-
cussion section.
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Figure 8. The CDR and the measured sound level of watermark signals
at the camera position as functions of the distance between a desktop
speaker and the microphone of the camera.

Audio Format Conversion

To assure that the embedded annotations remain throughout
the movie-authoring process, it is important to retain the wa-
termarks even when format conversions are conducted. We
evaluated the durability of watermarks in regard to format
conversions by measuring the proportion of detectable water-
marks in videos after applying a variety of audio format con-
versions. An uncompressed audio file with 10 detectable wa-
termarks was converted into a compressed format, and water-
mark detection was investigated on the converted file. MP3,
Ogg Vorbis, AC-3 (also known as Dolby Digital) and AAC
formats were used as compression algorithms. For each for-
mat, compression was applied with four bit rate settings in
the range 128 - 320 kbps to examine the quality requirements
necessary to preserve the watermarks with each format. We
measured the CDRs of different audio files and calculated the
mean CDR for each format and quality setting.

The results are shown in Figure 9; watermarks were preserved
almost completely following a format conversion with the
Ogg Vorbis and AC-3 formats with a bit rate of > 192 kbps.
They were also preserved after conversion into AAC format
with a bit rate of 320 kbps. This suggests that our method can
be used in practical movie-authoring processes because sat-
isfying these format requirements is not difficult. However,
the MP3 format did not preserve the watermarks, even at the
highest bit rate setting; this is attributed to the characteristics
of the compression algorithm, which tends to discard high-
frequency components.

Effect of the Watermarks on Audio Quality
We evaluated the audibility of the watermarks via a subjec-
tive experiment. Five participants, aged 21, 22, 22, 58, and
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58 years, were asked to listen to recorded sounds with the em-
bedded watermarks using headphones, and to push a button if
they noticed any unexpected or unnatural sounds. The output
volume was maintained constant at a volume that was com-
fortable for the participant to listen to music. The proportion
of noticed watermarks was counted for each participant and
sound. We investigated whether the watermarks were audible
with the four sound settings described above (i.e., silent, pub-
lic, electronic music, and rock music) to investigate whether
the detectability of the watermarks was dependent on the en-
vironment of the recording. To verify that the low-pass filter
can effectively remove the watermarks from the audio file, we
prepared two recordings for each sound setting: one with the
filter applied and the other without the filter. In total, eight
recordings were used in the experiment. Each recording was
1 min long, and contained 10 watermarks with 16-byte pay-
loads, at randomly selected positions.

The results are shown in Figure 10. The mean rate at which
watermarks were detectable by the participants was 30 %
prior to applying the low-pass filter in each situation. After
applying the filters, the rates at which participants correctly
detected the watermarks were negligible, indicating that the
watermarks were effectively removed using the filter. Fur-
thermore, the difference in the rate at which participants no-
ticed the watermarks depended on their age, with elder par-
ticipants being less able to notice watermarks than younger
ones. The absolute threshold of hearing is reported to be a
sound pressure level (SPL) of 130 dB at 18 kHz in people
aged 50 - 59 years, compared to an SPL of 80 dB in people
aged 10 - 19 years [22]. Our results are consistent with this
age dependence of the frequency response of the human ear.

APPLICATIONS

In this section, we describe three example applications us-
ing AnnoTone. Each application is provided as a set
of watermark-generating programs running on the camera-
mounted smartphone, and a watermark-extracting program
running on the PC. Here, we will describe the input to
the watermark-generating program and the output of the
watermark-extracting program. After that, we show the inter-
operability of AnnoTone with an off-the-shelf video-editing
software, Adobe After Effects.
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Figure 10. Mean rates of identification of watermarks by listeners for
each of the recording conditions.

Record-time Editing

During post-production, a movie creator may carry out a large
number of operations, such as deleting scenes, which can be
tedious and time-consuming because the user must repeatedly
examine the video content. Using AnnoTone, we can embed
information required for the editing process into a video dur-
ing recording, as well as perform automatic editing after the
video has been recorded, using that information. We have cre-
ated a simple video-editing application, which automatically
cuts sections containing mistakes from a video, as shown in
the right image in Figure 11.

Suppose the user shoots a video lecture, consisting of mul-
tiple independent segments. If the lecturer makes a mistake
during recording, the segment should be deleted and a new
segment needs to be recorded. To facilitate this process, our
system allows the camera operator to indicate success or fail-
ure of the segment by pressing a button on the smartphone
just after recording that segment (Figure 11 left). This suc-
cess/failure information is recorded as an annotation. After
recording, the video-editing application automatically detects
the annotations and divides the video into a series of segments
according to the annotated timestamps. Then the system au-
tomatically removes all of the segments that are marked as
failures.

[ ][]

123456780 00110 242526.27.28293031

Figure 11. Left: The user interface of the annotation application. Right:
The automatic video-cutting application; the good sections are shown in
green, the bad sections in red.

Automatic Captions
Much movie content has overlaid captions or images that
describe situations and provide supplementary information.



For example, recordings of ballgames typically have a cap-
tion containing the score, some television programs related
to travel have overlaid maps, and movies of concerts may
have captions containing the words of the songs. Creating
such captions and overlaying them at the appropriate time is
a time-consuming part of the movie-authoring process. In
some cases, creating and overlaying captions can be auto-
mated by embedding contextual information in videos using
AnnoTone.

We developed a system for chess movies, which automati-
cally overlays a video with an animation of a chessboard in
sychronization with the game progress using embedded chess
notes. The camera operator operates the smartphone applica-
tion to embed the chess notes in the video. The application
provides a simple videogame-style user interface, as shown
in the left image in Figure 12. Each chess note is recorded
as a line of standard Forsyth-Edwards notation (FEN); there-
fore, the notes embedded in a video represent all of the infor-
mation describing the game. The system analyzes the video
annotated with the chess notes to determine the state of the
chessboard at each timestamp, and generates a series of im-
ages to be overlaid as shown in the right image in Figure 12.

Figure 12. Left: The user interface for annotating chess notes. Right: A
movie overlaid with a chessboard created by the system.

Geo-location-based Video

Sometimes a video is recorded while the camera operator
walks or rides in a vehicle. In such cases, the location at each
moment is often significant to the content of the movie. We
created a system that can automatically overlay a video show-
ing a corresponding map together with the trail of the camera.
The watermarking application embeds the geographical loca-
tion of the video camera using data from a GPS sensor at
intervals of a few seconds. The video-editing application ex-
tracts the embedded series of geo-locations associated with
the timestamps of the video to obtain a map using the Google
Maps API [3], as shown in Figure 13.

Integration with Existing Video-editing Software

So far, we showed three example applications that facilitate
the audio watermarking technique. These applications are
designed as dedicated video-editing software to provide spe-
cial functionalities. However, AnnoTone is not limited to this
usage, and can be used with off-the-shelf video-editing soft-
ware to facilitate content creation workflow in general. Some
video-editing programs provide end-user scripting mecha-
nisms that allow the user to control effects and objects in the

Figure 13. A video overlaid with a map showing the trail of the camera.

movie by writing a simple program. AnnoTone’s annotation
data can be used from these mechanisms by implementing
an extension or a plugin for the video-editing software that
executes watermark extractor and imports extracted data into
it. We developed an extension script for Adobe After Effects
(AE), a widely used video editing program, to integrate An-
noTone’s functionality into it. We employ the end-user script-
ing mechanism (expressions) of AE. The process is simple;
just running the extension script once to extract the audio wa-
termark. As a result, a new text layer is generated, and each
embedded watermark packet is converted into a key frame of
the layer at the corresponding timestamp in the source video.
Each key frame contains annotation data represented in the
JavaScript Object Notation (JSON) format, which can be ac-
cessed from the end-user scripts. User can control many as-
pects of the behavior of objects and effects in the video using
the imported annotation data. For example, users can control
the pulse rate of a computer animation of a heart that is over-
laid on a sport video, in synchronization with the sequence of
output values of a vital sensor that is embedded in the video
as annotations (Figure 14).
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Figure 14. Editing a video of jogger with annotations of his heart rate at
each moment in Adobe After Effects. The extension script automatically
generates a text layer including keyframes representing the heart rate at
each moment as a JSON object. The animation and the number at the
lower-right of the movie is associated with the data by end-user scripts.



DISCUSSION

Possible Extensions and Applications

As an extension of AnnoTone, it is possible to change the
source of the watermark sound to broaden the use of the tech-
nique. As a result of the performance evaluation, we con-
firmed that audio watermarking from distant place by using
28 watt desktop speaker was successfully embedded infor-
mation into a video camera. This result suggests that the dis-
tance between speakers and a video camera can be longer
with a public space-size loud speaker. For instance, us-
ing a loud speaker placed in a public space to transmit wa-
termarks containing location-specific data that could allow
videos recorded in that space to be used by anyone. Such
an installation could offer various kinds of entertainment as-
sociated with video recoding, for example, videos recorded at
rides and attractions of an amusement park by visitors could
be automatically placed on a map after being uploaded to a
video-hosting service, and visitors who recorded videos at
a specific location could receive promotional material from
the park. Publicly transmitted watermarks could also be used
to synchronize videos recorded at a sports match or a live
performance, and to generate multi-viewpoint video content.
According to studies in the past, some kinds of animals such
as dogs and cats are sensitive to high-frequency tone [12, 13],
therefore publicly transmitted audio watermark signals pos-
sibly affect them. Thus, installation of public speakers for
transmitting watermark signals should be avoided in places
where pets are expected to be brought, such as parks.

Using machine learning or pattern-recognition techniques
with the watermark-transmitting program for smartphones
could provide more useful applications. For example, anno-
tating an emoticon describing the mood of the camera oper-
ator could aid with locating content in a large home video
archive [24]. Another possible application of AnnoTone is
similar to the Accessible photo album program [10], i.e., sup-
porting people with visual impairments in sharing their mem-
ories by recording videos with associated non-visual infor-
mation that aids in recalling the experiences, such as temper-
ature, textual information describing the scene, and the sub-
jects or camera operators body position.

Meta-data vs. Audio Annotation

An external file called “meta-data” is a common way to add
annotation data to videos. For example, Adobe Extensible
Metadata Platform (XMP) format [2] is designed to store an-
notation data with timestamps in the video capturing device,
and has the same benefit as AnnoTone from the viewpoint of
time-synchronization with the content. Using these formats
could be a smarter way when shooting a video with a camera
phone. However, in order to generate such meta-data during
recording a video, a user should use a specialized camera or
a smartphone application that can handle a specific format,
thus it is difficult to use them with standard video cameras.
AnnoTone can be used with any video camera that does not
have a capability of handling digital data except for video, be-
cause it only requires a camera to record the high-frequency
modulated signals in the audio track of a video. This is advan-
tageous when one wants to record a high-quality video using

a dedicated video camera device. Additionally, having time-
synchronized information within a single, standard video file
is advantageous because one only needs to copy or send a sin-
gle file, and that one can edit it using standard video editing
software. Managing separate files might be trivial for profes-
sionals, but it can cause significant confusion and frustration
for general users.

The bandwidth of AnnoTone is 400 bps, which is much
smaller than other meta-data formats. However, 400 bps =
50 ascii characters/sec, is sufficient enough for storing tex-
tual information like subtitles. A combination of location and
orientation data, which consists of five or six floating-point
values (< 4 Bytes x 6 = 24 Bytes), could be recorded in less
than 0.5 sec. This is sufficient for our target application sce-
narios. If a user wants to record more data than supported by
the current bandwidth capabilities, they can record the data
separately and use embedded annotations as anchors to them.

Limitations and Future Work

In most cases, the embedded watermarks are imperceptible to
human ears; however, the high-frequency sounds are percep-
tible to some sensitive listeners. Although watermarks can
be removed by applying a low-pass filter, these treatments
may result in some degradation of sound quality. To over-
come this limitation, we could employ more elaborate meth-
ods to completely erase the watermarks with less loss of qual-
ity using existing noise-reduction techniques. There is also
scope for improving the precision and sensitivity of the water-
mark transmission and receiving. The current watermarking
scheme of AnnoTone uses high-frequency DTMF; however,
higher data rates and improved reliability may be obtained by
introducing a more sophisticated modulation technique, such
as spread spectrum audio watermarking.

Finally, our implementation is a proof-of-concept prototype
so that AnnoTone requires the user to develop an one-off
smartphone application to generate watermarks. Instead, we
can provide a pair of applications that generates and extracts
watermarks for individual usage scenario. This will be use-
ful and work for the end-users. For the higher level of users,
we can provide customizable general-purpose watermarking
application that provides basic annotating functions such as
sensor logging and detecting touch positions.

CONCLUSION

We presented a video annotating system called AnnoTone,
which can annotate a video during recording with little re-
quirements for specific hardware using an audio watermark-
ing technique. AnnoTone is designed to present new video-
editing workflow with a handheld device (e.g., smartphone)
and a video camera. We demonstrated the use of our anno-
tation system through video-editing applications that utilize
contextual information embedded in videos to provide auto-
mated video-editing functionality, and demonstrated the fea-
sibility of our watermarking scheme through a series of per-
formance evaluations. We have discussed the limitations of
the current implementation of this technique, and identified
a number of directions for further development. We believe
that our system has considerable potential for creating a new



style of video recording and editing, by the inclusion of an-
notations and non-audio/visual data.
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